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OS: An Overview
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Process Virtualization

Process Virtualization
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Each Process OS should be able

Peels that it has to switch between process
ts own CPU
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1. Process has different states
A. Process Scheduhng
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States of the Process

Process State Transitions

Descheduled

Scheduled

/0 Initiate 1/0 done

Remember: Process lists
Blocked and Process Control Blocks




Process Management API

Memory image of a process - Code, data, stack, and heap

Process 4PI
ForkQ) exec() wout Q) e ot ()
Create child Runs an executable Block the Terminate
process parent process a process



Switching Between Process

OS should be oJole,

to switch between process
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Process
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Process Scheduling
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(FCFS)

Process Sche,duhns,
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What if Process wants to commmunicate?

* Process A (eg: Whatsapp) is executing in Host 1

* Process B (Whatsapp) is executing in Host 2
 Host 1 will have an address, same Is the case with host 2
 How to ensure the data reaches from Host 1 to Host 27?

* What all needs to be considered?

» Remember: There will be multiple processes that are executing in a host
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User pf‘OQCSS
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kemel Ke,me,l protocol

SPQQQ stack | -
Client

The role of Operating System

Network

process

!

"

[ [ PPO‘tOQOl o
Kerne <tock vaefi
Server

User
space

ke,me,l
space

o Software component in the OS that supports network calls - Protocol stack

* Provides Service primitives which are nothing but system calls - Some API?
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Networking Layers

Host 1 Host 2

Layer Hh P TT Layer 5 protocol ....................... :

Layer 4 interface
Layer4 ~  [ZITTTTTTTPPRITITE Layer 4 Protocol wsesssssesassssssasaras .
Layer 3 interface
Layer3 ~ CQICTCTTTTRPTRRRR Layer 3 protocol messssssasassssarasanss .
Layer 2 interface
Layer2 ~ COICTTTTTTRPTRRRRY Layer 2 protocol messssssasassarasasanss .
Layer 1 interface

Layer 1 I CCCLLLLLLTLLLTTEr Layer 1 protocol ........................ .

Physical Medium
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The OSI Model

Application * Open System Interconnection (OSl)

Presentation * A Conceptual framework used to understand how
communication works through different layers

Session

* Divides the network communication process into

Transport seven layers

 Developed to facilitate interoperability between

Network : .
different technologies

Data Link » Each layer has a specific function. If they all do what

they are supposed to do => sharing of data

Physical
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Session, Presentation and Application
Application to Application

Application

 Session Layer (L5)

. . . Presentation
 Manages connection between different devices esentatio

 Establishing, maintaining and terminating connections Session
 Presentation Layer (L6)
Transport

 Ensures that data is in format that sender and receiver can understand
 Manages data encryption, compression Network
 Application Layer (L7)

Data Link
* Provides network services to the application processes

Physical

* Eg: web browser, email clients, other softwares/apps
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Application Layer Protocol

What does it mean?

* Application layer protocol defines the following:
* Types of message exchanges (request/response)
e Syntax of various message types
* Semantics of the fields

 When and how the process sends and responds to messages

« Some protocols: HTTP, SMTP, DNS, etc.
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Mapping domain name to IP: DNS

‘. o will one server
Suffice?

UDP
Call to port 53

DNS
Server

3. HT TP GET to IP o\ddresi

Client

4, HT TP R&SPOV\SQ
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DNS: Distributed Hierarchical Database

More than 1000 root servers
Copies of 13 Jdifferent rooct servers

0 . - 12 different
R < <ory rTrteren orgs
oot DN ervers Root DNS Coordinated ’oy TANA

~ - returm TLD IP address
Top Level Domain (TLD) Servers \

[ com DNS ] [ edu DNS j
Authoritative DNS Servef‘/\ / \

(3003le.cow«] [ owsS.com } [ cmu.edu } [errta.eduj

TLD Sefvefs - coan Be modr\‘tadned 'ot/ orgs, prov?de IP O‘P autkori‘ta‘tive DNS Servers
Authoritative DNS servers - Orgs can choose to Impleme,n‘t their own or go for third par'ty
All DNS records have to be made public - That maps hosts to IP address




Local DNS

Each ISP can have DNS and clients can connect to that

UDP
Call to por“t 53

Host

- g

wants to
send HT TP request

to mydoma\in.com

7 >
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HTTP: Hyper Text Transfer Protocol

* Application layer protocol of the web

Desktop browser

Server running
Apache Web Server

* Implemented in two programs: Client and Server
« HTTP protocol defines structure of messages

* Client: browser that sends requests, receives and
displays web objects (using HT TP protocol)

» Server: Web server that sends objects in response
to requests (using HT TP protocol)

e Uses TCP and it is stateless

Mobile browser

https.://iiit.ac.in/samplePage.html
Host name: iiii.ac.in
Object: samplePage.htmi
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How to store information in stateless Protocol?

Using Cookies

Client

Witp request

wtte response set-cookie: 1790

Wite request cookie: 1790

Wtte response




Web Caches

* Not every time we need to access the main (original)
web server

 We can have proxy server that satisfies request on Desktop browser
behalf of main server

Main Server

 Browser can be controlled to point towards a cache
(mentioned in response header)

* |f cache hit: return object from cache

* Else cache request object from main server and
returns it

» Conditional GET is used to update Cache (“if-modified- """
since”)

Cache-Control: max-age=<seconds> Cache-Control: no-cache
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On to Transport Layer (L4)

* Process gets the data delivered through support of transport layer
Application

 Addressing scheme: Ports

Presentation

* |ayer 4 has an addressing scheme to guarantee message

aelivery Session

* Ports! (0 - 65535), Privileged: 0-1023, Registered: 1024 - 49151

Transport

* Two strategies/protocols that allows this

o o Network
 Transmission Control Protocol (TCP) - favours reliability

» User Datagram Protocol (UDP) - favours efficiency Data Link

Physical
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TCP vs UDP

TCP UDP
Connection Oriented Not Connection Oriented
Reliability (order is maintained and retransmission) Unreliable (As such)
Higher overhead - reliability, error checking, etc Low overhead
Flow control (based on network) No implicit flow control

Has some error checking - Erroneous packets are

Error detection - retransmit erroneous packets discarded without notification

Congestion Control No Congestion Control

Use cases: HTTP/HTTPS, File transfer, Mall Use cases: Streaming data, VolP, DNS queries, ..
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TCP and how i1t works!

Process 1.M1

ack = 401 seq = 1 L200 Bl'/taSJ

W
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seq = 401 L100 bytes]
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ack = 601 = 201 La00 the,sj

ack = 601 seq = 401 L100 Blftesj
501 seq = 601 LO bytesd

601 seq = 501 L200 btfte_sl
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Process requires Memory: Memory Virtualization

b e £ )
Pe,quif“es
Process - = Me,w\on/ ACCESS
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Memory Management

¢ >

Me_mon/ Momage_me_nt

£ ™
Base and Bounds Segmen’to\‘tion Pag?mj

" J & o & o
Bose reg}s‘ter Generalized Base and bounds D3V3JM3 VA and PA into Bixed chunks
and bounds re,flis'ter

(For each se_gme_n’t there s a (Translation with the he_lp of a page

(:)uS't add and check base oand bounds that ne_e_ds to 'toxue,)
if less than bounds for be “SSI‘J"CJ>

translation)



Segmentation

Generalized Base and Bounds

* Only used memory is allocated in physical memory

* Allows allocating large address space

e Sparse address space

» Different segments per process - code, stack, heap | Sl R
* For translation: use first bits to identity segments Pree
and perform translation i /f
r!' Stack
 Results in External fragmentation e "
' free
26 64{ SRS S S SRS 2K



Paging

&

Paging

J

T

Splitting to
fixed sized chunks in

/

Sph't'timj to

fixed sized chunks in

T~

P

L

Physical Address Space

~
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\_ \ o
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&
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Page Tables

py
Process
G
hasl one
0
Page Table
G

has many

VPN

¢ >
Page table entries
. W
has
\
£ )
fapping
W : J
(of Form
PFN ‘Vo\lid Prot | Present | last ac Dirty
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Paging - TLB

g )
CPU
\_ )
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V

1. Load address 2b. Check with MMU

! !

L. Check The m‘te,rno\l 2c. Check inside TLB

CPU cache
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TLB wt? CPU
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translation (PTE)

}
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Concurrency and Parallelism
What is what?

Tz k> — CHOP

.............. S STIR Kz zk>  SYIR
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Source: https://freecontent.manning.com/concurrency-vs-parallelism/



Locks and Condition Variables

Concurrency
Threads needs
Accessing Shared to <icnal
: O S\ﬁna O\W\OV\?
Va\ﬁo\,ole/ memory Them
Locks Condition Variables
Hardware Primitives Use. S?gno\l and Wait
Software locks Adds threads to queues
when Wod‘t?na

Combination of Locks and Condition VO\r‘ioJoles Mol be required
to accomplish different tasks



Semaphores

Binart/

Semo\phore,

Se_w\aphor‘es

_J

Locks

—

Two kev./ opera‘tionsz woul Q omd PoS’tQ
Ini‘tializa‘tion of semaphore Inolcls The ke,c/

33

Can work y Work as

Condition
Vo\ﬁoxbles

S?ﬁnals
to k/o\?‘t?na
threads



Producer Consumer Problem Usmg Semaphores

Producer-Consumer with buffer

* Let us start with 2 semaphores: empty
and wait, Buffer with MAX = 1 en t Ul

® Get and Put for large sized buffer ?{’OLd *producer(vold *arg)

int buffer[MAX];
int fill =
int use = 0;

int count 0;

vold put (int value)

{
buffer[fill] = value;

fill = (fill + 1)%MAX;
count ++;

}

int get()
{
int tmp = buffer[use];
use = (use + 1)%MAX;
count --;
tmp;

int 1;
tnt maxLoops = (int)arg;
(1=0; 1<maxLoops; 1++)

{
sem_walt(&empty);
put (1);
sem_post(&full);

}

5

vold *consumer(voild *arg)
{
int 1;
tnt maxLoops = (int)arg;
(1=0; 1<maxLoops; 1++)
{
sem_walt(&full);
int tmp = get();
sem_post(&empty);
printf("%d\n", tmp);




Producer Consumer Problem Using Semaphores

The Solution
Producer Consumenr

4 ™ - ™
sem_wait .(&emp‘tt/) ; sem_woit (Lpul l) !
sem__wail (&. mul ex); Sem__.wo\?‘t (&. mul ex);
eut(); qetQ;
Sem__pOS‘t (L mutex); sew\__.post LU mutex);
sem_post (&full); sem_post (Lempty);

\_ J \_ _J

 Add mutex lock around put and get - Avoid deadlocks!

* Let producer and consumer get the signal and then lock when entering CS
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Network Layer (L3)

End-to-end Communication

 Manages routing through different routes in a large

network

* Uses an addressing scheme - |P addressing
e 32 bits represented as 4 octets (IPv4)

* Performs functionalities such as Logical addressing
(IP), Path selection and packet forwarding

* |3 technologies: routers, even hosts are L3, L3

switches

36
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Getting IP Address - DHCP

DHCP
Server

10.1¥.17.€4

Switch

10.1%.11.%1
aCc:5A4
/a4

[ Host 3 }

10.1%.11.65
2B:gE

1018 1F.5/24

\
AN -
N A4 -
~N —_
~ -
SN —_ -

/( Host 10 J

~

( Host & }
L Wants to 3e‘t an IP
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Host 10 Is the client here

It sends out a broadcast DHCP
request to every node Iin the network
to get DHCP server

Every device in the network will get
the request

DHCP runs over UDP

Client uses port 68 and server port
(listens on port 67)



Network Address Translation (NAT)

NAT Translation Table

WAN side address

LAN side address

st

172.18.23.96 5501

10.18.17.81 3801

£

All devices in the network share just one IPV4 address as far as the outside world is concerned
NAT allows a router (similar device) to translate private IP addresses to its own public IP address
When devices from network wants to communicate with outside network:

 NAT modifies the source IP to make it appear that communication is from the larger public IP

* A translation table is used for managing the translations

10.1€.17.¢1
ac:54

10.1%.17.65

2B:gE
/24

10.1€.1%.5/24

Multiple types: Static NAT, Dynamic NAT, Port Address Translation or NAT Overload




Network Layer - Functionalities

mobile network

Addressin - national or global ISP
* Devices in network are assigned logical _ E ==
address for unigue identification - IP s [anpor N\
* Iink.
* Network layer uses IP to forward packets to === . Spemer |
the intended destinations i‘ 1 1
- N ~ @
Route Determination = 1 B8
physical phliy';:(cal m \ i
* |dentifies best path for packets to reach to T o] network
destination =< i
‘g/ / \' = TID = application
o . . . ‘g # transport *
This process is dynamic and changes based enterprise g o e i
on network conditions network L= Shysica
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Routing Tables - Static and Dynamic Mappings

3FTE 3ID:EF
10.1¢.55.1
0AF.851  Rore 10.1%.55.2 55 @10.1?.1?.1
st — 1 S N
P
Switch [ Host 5 J [ Host | J Switch Switch [Hos't 2}
10.1%.55.12
‘ 10.12.%5.23 et \ 10;;.'1;:5
2B:3F /24 ;
[ Host 6 J /24 [ Host 4 J Host 3 /24
10.1€.€5.32 10.1€.55.15 10 15 .17. €1
: aF:6D ac:5A4
e 1015.85.0/24 10.18.55./24 /a4 24 104%.1F./24
J \_ J \_ Y,
Type Destination Interface Type Destination Interface
DC 10.18.85.x/24 Left DC 10.18.55.x/24 eft Routers can also
DC 10.18.55.x/24|  Right DC 10.18.17.x/24| Right | -earnaboutthe address
Static 10.18.17.x/24| 10.18.55.1 Static 10.18.85.x/24| 1018552

Router 2 routing table

Router 1 routing table
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Traditional Control Plane Approach

<

control
plane

values In arriving

packet heade;




Internet approach to scalable routing

* Aggregate routers into regions known as “Autonomous Systems” (AS) a.k.a “domains”
* Total of around 70,000 AS’s have been assigned not all are active
* There are mechanisms for handling routing within the domain and across AS
* Intra-AS or Intra-domain
* All routers in AS must run the same intra-domain protocol
* There is a gateway router at the edge of each AS which connects with router in another AS
* Inter-AS or Inter-domain
* Routing among AS’s

 Gateways perform inter-domain as well as intra-domain within their network
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High Level Overview

Got eway Routers

~
\ ~

/

Inter AS nouting pro'tocols determine
entries For destination outside A4S

Eg: B67P / EG-;P

\ 7

Intra AS routing protocols determine
entries for destination within A4S

E&: OSPF, EIG')P, 4&IP



Data Link Layer (L2)

* Responsibility of transferring datagram from one node to a
physically adjacent node over a link (no intermediate L3 routers)

e Supports hop-to-hop communication

* Ensures reliable connection link between two directly connected
nodes (flow control, error correction and detection, etc.)

* Supported by Media Access Control (MAC) addressing

* Addressing scheme: MAC addressing (48 bit address, 12 hex digits,
6 bytes)

* Eg: 00:1A:2B:3C:4D:5E
* First three identify manufacturer (IEEE)

* Next three are assigned by manufacturer and should be unigue

44
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ARP - Address Resolution Protocol

Host 3 J

192.16 €.1.1220
00:¥E:6C.5D.5E:3F

( Host 1 ] Suiteh [ Host 2 }

192.16¥.1.25 192.16 2.1.29
00:14:2B:3C:4D:5E 00:4 4:6B:3C5EHF
[ Host 4 }
192,16 €.1.130
00:94.5D.6F.TE:8F

 Each IP node (router, host) on the LAN has a table - ARP Table

* |P/MAC address mappings for some LAN nodes
 <ip address, MAC address, TTL>

 TTL: Time to live, time after which the mapping.avill be forgotten (20 mins)



ARP Query

* When ARP query is sent initially, it is broadcast to all the nodes in the network
* The request includes senders IP address and MAC address
* |t also includes the target |IP address

* Destination MAC is set as FF:FF:FF:FF:FF:FF (Reserved to send packet to all in the
network)

 |f different network then send to the |IP address of the gateway router

 All the nodes will have an ARP cache or ARP table

* |t stores the mapping, when the initial request is send from one host, all other hosts
stores the incoming mapping as well
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ARP Working

.« [ SRc tESF | < ARP resporse
DST 14:2D
ARP request —
Default Gateway [ Host 1 J Switch @
172.1€.12.92, v
192.16%.1.25 72.1.12.92
T1E:SF ~ 14:2.D
/24
ARP Table [ ot /24
P MAC TTL /
19216 €.1.32
arF:6 D
172.18.12.92 | 1A:2D 20 /a4

 The ARP process needs to happen only once, since router is the gateway

Switch [ Host & }

10.%.17.65
~ 2B:gE
[ Host 3 /34
54
10.%.17.%1
ac:54
/a4

* First step - Check if the IP of the receiver is in the same or different network

* If different network => Send ARP to gateway else, send ARP to all nodes in the network (FF:FF....:FF)
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Physical Layer (L1)

Ultimately everything is 0O’s and 1’s

e Datais in the form of bits - Os and 1s

 Something has to transport the bits from one
machine to another - Physical layer

e Concerned with transmission of raw bits over
physical medium, like a cable

* L1 technologies: Ethernet cables, Optical fiber,
Coaxial cable, etc.

 Even WIiFi is L1 technology, hub, repeater, etc.

48
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End-to-End OSI View

Encapsulation

Application
Presentation

Session

TCP | Data Segment

Transport

Network IP | TCP | Data Packet

Data Link

MAC | IP | TCP | Data Frame

Physical 10001000010000010000
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Network Protocol Stack

HTTP SMTP RTP

Application

Transport

ICMP

Link

DSL Ethernet 802.11 SONET
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The 4 Layer Model

Internet Model or TCP/IP model,

 OSI|I model is more educational purpose
e 4 |ayer model more used Iin reality Application

* Application layer - Corresponds to application,
presentation and session

Transport

Internet

* Transport layer - Transport layer of OSI

* Internet layer - Network layer of OSI Network/Link

* Network - Physical and data link layers of OSI
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Putting 1t together

a )
1. Machine n aa network 3e:ts an IP
using DHCP
\ . /
Le,ve,ro\gle,s UDbP

\ v
A :

4. Make use of TCP/UDP to send

-

[ N

2. Process mokes use of app
erotocol (HT TP, SMTP, ete.) to

connect to process in abe.com

a )

dota to IP address and a eort
\_ J

~

5. IP oaddress is used to find the

C N

>3. First does o DNS aquery to get
IP address

N\ J

-

route -> next router (BG-;P, OSPF)

k )
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6. Get the MAC address of ‘Che,\

next node using ARP and send
data

o J




4 )
- Applica\‘tion on CPU S

Persistence Neodls to |5~ Memory

Pe,rporm I/O with disk) e

- |
Communicates to OS T
which intrum invokes Facilitate Direct

V Set wp Interaction with

= System — -
e e Dsrect
L | y Me,mom/ Access
ranslates address
T o Lok [eve|e / k (DMA) Tf‘omspe,r‘ )
inFormation

YV Get Data

: ¥

Dick Controller

Either the CPU or Disk controller
can Se'tup ‘the DMA Jqoendim:j

~ | g on flow of data
Interact with the
physical disk
Vv
a )

Disk

o]0



Disks: An Overview

Rotates this Wy

* Disk rotates on a spindle

 The arm can move across (seek) or stay
as the disk rotates

e The head is used to read/write

 Data is arranged in tracks as blocks/
sectors

 There are 100s of tracks on a single disk

* Seek, rotate and transfer - three key
phases
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RAIDs

RAID Levels
L Vo L
RAID O IRALID 1 RAID 4 RAID 5
1. Round robin 1. Mirroring 1. Parity block 1. Distrbuted Par‘?‘ty
2. Capacity N 2. Capacity N/2 2. Capacity N-1 2 Redundancy of 1
3. No r‘e,dundomct/ 3. Redundomct/ 1 3. Redur\domct/ 1 3. Copacity N-1

4. Small writes
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Breaking down into two main aspects

 We worked on building a Very Simple File System (VSFS)
* In any FS, two key things make the difference

Data Structures

* Inode - Data structure for each file

o Store inodes, data, mapping to inodes, etc in a large array
Access Methods

o Start with the root

* [raverse through the path using inode mapping

* Caching can be used to improve efficiency
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The overall Journey

OS runs many
processes and

handles
communication

How this
is achieved

Getting the base right

What if processes
store data
across network

Can all run\
/ at the same time
share memory and
\ communicate? ®

\ (o]

ceeoeee

|
= ‘I

[

—_—
Building concurrent processes

. Building a network file system
that can communicate

Timeline

Process and Memory
Virtualization

Networking intro

This Course

Concurrency Persistence

Addressing and Routing Network file Systems
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What next?

L

Intro to

Compu'ter
Sl/S‘t ems Orﬁa\niza‘t?on

Advanced

<

v

Opero\‘tinﬁ SL/s‘te_ms andl

Software SL/S‘E ems

Networks

Computer Architecture

\.

Data

J

>

SL/S'te,MS

Compilefs

Sys‘tew\s

Advanced Ope,r‘o\‘tinﬁ

P

)| | Advanced Compu‘te,r
Networks

Distributed
Sys‘te,ms

Many other course as well. These
are some logical options

Design ond Analysis
of Software Systems

Software
Englneeﬁnﬁ

-

Top?cs n
Software Engine,e,ﬁnﬁ

W,




Course Restructuring

 Restructured little more compared to last year! - Course Calendar
 Changes in course logistics and planning
 Modified the grading scheme - More weightage to projects (No formal quiz 2)
* |ntroduced groups in MP3 OSN Continuous Feedback
e 3 Mini projects - Lot of changes
 Almost every project had a network component

 OS + Networks were kept more intertwined

 Regular meetings with TAs - Increased tutorials and TA meeting hours

 Feedbacks are always welcome!!
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Thanks to the tem!

Jhalak Akhilesh Banzal

Divyansh Pandey Kritin Maddireddy

Karthik Vaidhyanathan

Sanchit Jalan Miryala Sathvika Shrikara A Tanish Gupta
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Thanks to all of you!



SCAN ME

Thank you

Course site: karthikv1392.github.io/cs3301 osn
Email: karthik.vaidhyanathan@iiit.ac.in
Twitter: @karthi_ishere
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